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Abstract: Image registration is an important research topic in the field of computer vision, in which the regis-
tration and mosaic of side-scan sonar images is the keypoints of underwater navigation. However, the image 

registration method of keypoints is not suitable for sonar images which do not have obvious feature points. 

Therefore, a method of sonar-image registration and mosaic based on line segment extraction and triangle 

matching is proposed in this paper. Firstly, in order to extract features from sonar image, the LSD method is in-

troduced to detect line feature from images, and line segments are filtered by the principle of attention; after that, 

triangles are formed from line segments, an image transformation matrix can be calculated through the heuristic 

greedy algorithm from these triangles; finally, images are merged based on the transformation information. On 

the basis of practical tests, it is found that, the feature extraction method used in this paper can better describe the 

outline of underwater terrain, and there is no obvious stitching gap between the result of sonar images stitched. 

Experimental results show that the proposed method is effective than the keypoints method of the registration and 

mosaic of sonar images. 
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1  Introduction 

Sonar image processing is an important com-  
ponent of underwater signal processing technology 
and it has been applied to many fields, such as un-
derwater navigation [1-4], marine life analysis [5-6], 
underwater terrain analysis [7-8] and target detec-
tion [9-13]. Image registration transforms two or more 
images from different time, different sensors, dif-
ferent perspectives to the same coordinate system to 
obtain the transform matrix for matching and 
stacking [14]. There are three kinds of image regis-
tration methods, gray level information, transfor-
mation domain and feature-based methods.  The 
following are the application of these three methods 
respectively. D. I. Barnea and H.F. Silverman 
presents a fast region matching algorithm based on 

gray information, which uses sequence similarity 
detection as a similarity measurement function [15]. 
On the basis of ensuring matching accuracy, this 
method effectively reduces the amount of computa-
tion, which can improve the matching speed. How-
ever, the error threshold needs to be set in the cal-
culation, so it is crucial to choose a suitable thre-
shold. P.E. Anuta presents an image registration 
method using FFT phase invariance transform do-
main information [16]. This algorithm is easy to im-
plement in code, but it can only accurately match the 
case of translation, and cannot match the case of 
rotation and scaling. Neto.V.F.D.C and Campos 
M.F.M presents a novel methodology to perform 
matching between image points described by their 
respective features [17]. This algorithm   has low 
computational complexity and strong robustness, 
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but it can easily cause mismatches by extracting too 
many keypoints, and the calculation time of this 
algorithm is too long to meet the real-time require-
ments.  

Feature extraction is crucial for image recog-
nition, and proper feature extraction is helpful for 
the subsequent detection and recognition [18]. Fea-
ture-based registration method is widely used in 
many fields [19-21]. This kind of methods can be di-
vided into point feature and line feature. A keypoint 
extraction algorithm SIFT presented by David. G. 
Lowe which has been widely used in image regis-
tration [22]. Ballard DH presents a method that has 
line feature applied in image registration to detect 
particular shape in an image [23].  

In side scan sonar images of underwater terrain, 
there are no significant keypoints. Side scan sonar 
images are often characterized by textured regions 
corresponding to different types of underwater ter-
rain, so line feature is selected for triangle matching 
to improve the accuracy of image registration [24]. 
Thus, this paper presents a feature-based registration 
method, which uses Line Segment Detector (LSD) [25] 
to extract line features and constructs the triangular 
features to capture transformation information. 

The main steps of the method are as follows: 
firstly, the original image is preprocessed before 
feature extraction; secondly, the LSD method is used 
to extract the line segment features from a pair of 
images, and these line segments are adaptively fil-
tered to form triangular structure; thirdly, transfor-
mation parameters are calculated by using a pair of 
similar triangles; finally, image is transformed ac-
cording to the transformation parameters to com-
plete the registration and stitching of this image.  

The rest of the paper is organized as follows: 
section 2 introduces the preprocessing operation and 
the method of line feature extraction; section 3 
discusses the method for extracting and filtering line 
features; section 4 introduces the method of forming 
and matching triangles according to line features; 

section 5 introduces image registration and stitching 
through transformation relations; section 6 shows 
the performance of the method and discusses some 
data in our experiment; section 7 summarizes the 
paper. 

2  The Preprocessing of Sonar Image 

Underwater sonar scan images store much 
useful information, such as pixel data, band infor-
mation, geographic information and affine trans-
formation data. In this section, according to the 
geographic information, a pair of images with the 
same geographic region can be intercepted for image 
registration.  

In order to extracting good features for image 
registration, source and target images are smoothed 
off-noisy by Gaussian low-pass filter, where the 
standard deviation parameter   of Gaussian is set 
to 5. Since both high frequency noise and edge in-
formation are weakened after smoothing, image 
stretching operation is introduced to enhance edge 
information, which is shown in Equation. (1). 
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where Imax is the maximum gray value of the original 
image, the VMax and the VMin are the standard gray 
value 255 and 0 respectively, Lth and Hth are the 
threshold for image stretching operation, which are 
set to 0.2 and 0.4 respectively in the experiments. 
An example of preprocess is shown in Fig.1. The 
intercepted region is the image to be registered, and 
target image will have the same operation. 

3  Line Feature Extraction 

3.1  Line Segment Detection 

In this section, an effective line segment ex-
traction (LSD) algorithm is selected to extract line 
features, which can capture line segment detection to 
result in a short time without parameter adjustment. 

LSD algorithm starts with a Gaussian sampling 
for input image which scale s  set to 0.8. The 
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Fig.1  The Example of Preprocessing. (a) is the grayscale image of the source image, and (c) is the cropped part which is 
the rectangular area in (b) according to the geographic information from source image, (d) can be obtained by stretching. 

 
gradient value and level-line angle of each point are 
calculated, and the angle tolerance is set to /8  , 
the probability that the horizontal line of a given 
point is aligned in a rectangle: /8 1/8p   . Ac-

cording to the gradient value, all the points are 
sorted in descending order and are set to UNUSED, 
then the largest gradient point at the head of the state 
list is taken as the seed and the starting point. 
According to the direction of the gradient angle 
within the threshold  ,   for regional diffusion, 

UNUSED points around the seed are filtered and set 
to USED, which called “aligned point”.  

A series of adjacent points in the region are 
contained in a rectangular box r, which is the smal-
lest rectangle that can contain the line-support re-
gion of these points. This rectangle can be regarded 
as a candidate line with length rL , and the direction 
of the long axis of rectangle r is set as the direction 
of this line. The aligned points number is k in the 
smallest rectangle region, and the total number of 
points in the rectangle is n. 

The number of false alarms (NFA) of this rec-
tangular region is calculated to determine whether 
this rectangle can be regarded as a straight line. The 
NFA of rectangle r is defined by Equation. (2). 
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testN  is the number of candidate rectangles. The 
size of image is M N , thus the width of the rec-

tangle is at most 1/2( )MN , and there are 2( )MN  

potential line segments in this image, so the total 

number of possible rectangles is 5/2( )MN . 

 , ,B n k p  is the probability that the number of 

alignment points corresponding to the rectangle in 
noise model is not less than the number in actual 
model.   is the grade value of aligned points which 
level-line angle is decomposed into independent and 
uniformly random distribution. 

The examples of line segment detection are 
shown in Fig.2. There are 1139 line segments detected 
from source image. From the above line segment 
image, there are a large number of short-length line 
segments gathered in some gray areas, and these 
segments are not conducive to the registration of this 

 

 
 

Fig.2  Line Feature Detected by the LSD Algorithm.  
(a) is the source image, (b) is the line image based  
on the segment coordinate data captured by LSD  

line detection of source image 
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image. Therefore, it is necessary to further filter the 
detected line segment, the work of line filtering is 
presented in the next section. 

3.2  Line Segment Filtering 

The segment features detected by the LSD al-
gorithm can be filtered by the attention mechanism. 
First, morphological region filtering can be used to 
obtain the non-stray lines inside the image, then a 
portion of the segment can be removed by length 
saliency, and finally the approximately equal line 
segment features can be obtained by the similarity of 
the line segments. 
3.2.1  Morphological Region Filtering  

Depending on the brightness value, the grays-
cale image can be divided into three parts: the black 
background area, the white feature area and the gray 
area in an intermediate state. Theoretically, the line 
segment detected by LSD is located at the edge of 
the white area of the gray image. In the actual line 
segment detection image, it can be seen that short 
and messy line segments are located in the gray area, 
so it is necessary to filter these line segments to 
obtain spurious-free line segments. The algorithm of 
the gray area extraction is described in Algorithm 1.   

In the Algorithm 1,  is the dilation operation 
symbol,   is the erosion operation symbol. 5 5A  , 

35 35B   and 8 8C   are the computing kernels with 
size 5 5 , 35 35  and 8 8  respectively. The 

area extracting steps are shown in Fig.4. 
In the Fig.4, the white area in the obtained bi-

nary image is the collection of black background 
area and gray area in the gray image, the pixel value 
in the white background area is 1. The segments in 
the white background area will be filtered according 
to the sum of the pixel values in the 5 x 5 area cen-
tered on line endpoint. If the summation is not equal 
to zero, it means that the line segments are located in 
the white background area of binary image, and the 
line segments will be deleted. 
3.2.2  Line Length Saliency Filtering 

After region filtering, line segments can be 
adaptively restricted by line length saliency to fur-
ther filter short line segments. Adaptive adjusting 

the threshold lenT  of line segments length can avoid 
the problem that the line segments number is too 
small due to the length limitation in multiple filter-
ing, which will reduce the accuracy of image regis-
tration and cracking. 
3.2.3  Line Segment Similarity Filtering 

After filtering by region and line length, the 
number of line segments is not equal. The number of 
line segments in the pair of images is almost equal 
through the similarity processing, so redundant line 
segments can be filtered by the similarity, which 
means that the line segments without similar line 
segments in another image will be removed. 

The similarity of the segment is determined by  
 
 

 
 

Fig.3  Algorithm1: Extract Regions 
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Fig.4  The Area Extraction Display 
 

the length, angle and position. The angle difference 
between two line segments is calculated from the 
slope of line by using the least square method [26]. 
When the angle difference between the two line 
segments is less than the threshold  angle = /36T  , the 
two line segments are considered to be approx-
imately parallel line segments. Through the com-
parison of length and position to get the similar line 
segments in the pair of images. 

4  Triangle Matching 

Through the heuristic greedy algorithm, the 
local optimal solution is found, then the feasible 
final solution is obtained which is the optimal 
transformation matrix [27]. First, there are similar 
line segment features that have been screened out, 
then similar triangle pairs are selected based on the 
length and angle of the line feature, finally the op-
timal transformation matrix is found from the ver-
tices of the triangle. 

4.1  The Composition of Triangle 

A triangle can be determined by a side-line and 
two base-angles. In order to construct a triangle in an 
image, first a base-side is fixed, then two hypote-

nuses are selected to get two base-angles. The main 
steps are as follows: 

(1) A line segment is selected as the reference 
of base-side, then two line segments are selected as 
the reference of hypotenuses. 

(2) All selected line segments are extended or 
shortened to make them intersected, the vertex and 
the side length of triangle can be captured. At this 
time, the actual length of a side may become longer 
or shorter, especially when a side length become 
shorter. As a result, the side length may be less than 
the threshold value of line segment Tlen of line 
segment length. It is necessary to re-judge whether 
the actual side length meets the threshold. 

(3) From two selected hypotenuses and 
base-side to calculate the values of two base-angles. 
The two base-angles should be greater than the angle 
threshold Tangle to avoid the situation that the 
base-side is approximately parallel to thypotenuses. 
By a base-side and two base-angles of triangle, ac-
cording to the principle that determining a triangle 
by two corners and a side. Candidate triangles are 
shown in Fig.5. There are 2454 triangles in the tri-
angle image, and some triangles actually constructed 
out of image. 
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Fig.5  Schematic Diagram of Triangle Construction 
 

 

4.2  Triangle Similarity Matching  

In the procession of constructing triangles, 
triangles should be filtered according to the similar-
ity. A triangle is selected in the source image as a 
reference triangle, the similar triangle will be found 
in another image. The similar triangles in target 
image can be found according to the following steps. 

(1) A triangle is selected from source image as a 
reference triangle for target image. The base-side of 
this triangle is taken as the reference similarly 
base-side, and the two base-angles under the condi-
tion of this reference triangle base-side are updated 
as Equation. (6). 
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where 1  and 2  are the updated values of target 

triangle base-angles, left  and right  are the 

base-angles of reference triangle, line  is the angle 
of candidate base-side line of a similar triangle in 
target image.  

(2) Two line segments in the target image are 
taken as hypotenuses, with  candidate base-side to 
calculating two base-angles 1b  and 2b . These 

two angles are compared with 1  and 2 . If the 

difference between 1  and 1b , 2 and 2b  is 

less than the angle threshold angleT , these two line 

segments are considered as the similarly hypotenuse 
of reference triangle. 

(3) These two hypotenuses and the candidate 
base-side in the target image are used to calculate the 
radius of triangle circumcircle. If the radius length 
difference between triangle in source and target 
image is less than r_difT , this pair of triangles are 
similar. 

After triangle similarity processing, each tri-
angle in target image has a similarly triangle in 
source image.  

5  Registration and Stitching of Images 

5.1  Image Registration 

Through the previous process, triangles in these 
two images are obtained and matched, to find the 
optimal image affine transformation matrix [28] for 
image registration. 

After similarly filtering, triangles can be used 
to calculate three-point affine transformation matrix 
H, which from the source image to the target image, 
and it is defined as Equation. (7). 
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where  ,x yt t  represents the translation, and the 

parameter , ( 1,2,3,4)i ia   reflects the rotation and 

scaling of the image.  
After obtaining the affine transformation ma-

trix H, it is necessary to perform filtering processing 
of migration and scale transformation. Among them, 
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the displacement limit and the zoom difference limit 
are as follows: 

 limit  limit and x yt b t b   (8) 
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The offset threshold limit=10b and the scaling 
difference threshold limit=0.2k  are all empirical 
values. These thresholds are used to make sure that 
the transformation matrix is calculated from two 
triangles with a certain degree of similarity. The 
transformed line segment image is compared with 
the line segment image of target image to obtain the 
Pearson Correlation Coefficient (PCC) [29] of these 
two images. 

   
   22

a a b b

a a b b

i ii i
corrcoef

i ii i

L
 


 

 
 

 (10) 

where ai is the value of pixel i in source image, 
bi  is the value of pixel i in target image, a  is the 

average pixel value of source image, b  is the av-

erage pixel value of target image, and corrcoefL  is the 

correlation coefficient about the line feature image 
of this  pair images. 

Each pair of triangles is used to calculate line 
image similarity, and filter the transformation matrix 
H of a pair of triangles with the greatest similarity 
value. 

5.2  Image Stitching 

The new coordinates in fusion-image are 
needed to perform coordinate transformation. The 
equations are defined as Equation. (11). 
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 1 1, 1,2,3i ix y i   and  2 2, 1,2,3i ix y i   are 

the coordinates of triangle vertices in source and 

target images respectively,  1 1, , 1,2,3i ix y i    and 

 2 2, , 1,2,3i ix y i   are the updated coordinates in 

fusion-images respectively.  10 11,re re  and 20( ,re  

21)re are the offsets from the cropped image to the 

full size image respectively according to the geo-
graphic information,  1 1,off offX Y  and 2( ,offX  

2 )offY  are the offsets from these full  size image to 

fusion image respectively.  

According to  1 1,i ix y   and  2 2,i ix y  , a 

three-point transformation matrix M from source 
image to fusion-image can be calculated. The 
flowchart of this process is shown in Fig.6. 

By affine transformation of source image with 
matrix M to obtain 1It  in the fusion-image space, 
as shown in Fig.7(b). At the same time, target image 
is embedded in an empty image of the same size as 
the fusion image to obtain the 2It , as shown in 
Fig.7(d). These two images are the same size of (row, 
col), so that image fusion can be performed directly. 

The transformed image is processed, three par-
tial mask images (a), (b) and (c) can be captured by 
logical operation and shown in Fig.8. These three 

image parts 1IM , 2IM  and 3IM  in the source and 

target image are extracted by the mask Im ,i  
 123i   respectively. The overlapped part is the 

weighted average of the extracted two transformed 
images. The resulting image section is shown in 
Fig.8(d), (e) and (f). Finally, these three parts are 
superimposed into the final fusion image to obtain 
the image mosaic result. 

 

 
  

Fig.6  Coordinate Transformation and  
Transformation Matrix Flowchart 
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Fig.7  Transform Source and Target Image into a Collection Coordinate System. (a) source image in the original  
coordinate system, (b) 1It  in the transformed coordinate system, (c) target image in the original  

coordinate system, (d) 2It  in the transformed coordinate system. 
 

 
 

Fig.8  Mask Image. (a), (b) and (c) is mask image of each part; (d), (e) and (f) is based on the part  
of the image obtained by the mask. 

 

6  Experimental Results  

6.1  Experimental Environment 

The platform is the Dell T5820 image 
workstation: the operating system is windows 10, 
Intel Xeon w2123 CPU @ 3.6 GHz, and the memory 
is 8 GB. The algorithm is implemented by compiling 
Python code through visual studio 2015 compilation 
platform. 

6.2  Comparison of Image Stitching 

multiple sets of data are tested in this experi-
ment, in order to facilitate display in the article, five 
sets of image data are selected for display, and the 
method is compared with the traditional SIFT fea-

ture-point-based method. The testing results of these 
two methods are as follows. 

The image is divided into five rows and each 
row has four columns. The first column is the 
stitched image using triangle matching, the third 
column is the stitched image of the sift method, the 
second and fourth columns are the enlarged part of 
the red area in the left image. The green rectangle is 
the area where the stitching results of the two me-
thods are obviously different. From the result of 
image stitching, both methods can be used for sonar 
image stitching, but the effect of triangle matching 
method is better. After zooming in the stitching area, 
it is clear that the image stitched by the sift method 
has obvious gap near the stitching edge. 
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Fig.9  Image Stitching Results. 

 

6.3  Feature Region Screening Performance 
Analysis 

This experiment shows the performance of the 
area filtering processing algorithm on five pairs of 
images. The processing time consumed by 
processing five groups of images is shown in Table I. 

The experimental results data in Table 1 prove 
that the running time can be reduced by 90.07s, 
36.03s, 27.43s, 73.19s and 104.22s respectively, 
under the different conditions of filtering procession 
in characteristic areas. The average lift code 
processing time is 66.18s, and the reduced time is 
related to the number of segments detected in the 
actual test. 

6.4  Line Segments Filtering Operation 

The number of line segment features detected 
by the LSD algorithm can be reduced by filtering 
based on region, length and similarity. The effec-
tiveness of this process is shown in Fig.10. 

In this experiment, there are five groups images 
in the test methods, every two rows are a group in 
Fig.10. There are five columns in each row, the first 
column is the original grayscale image, the second 
column is the detected line segment image, the third 
column is the regional filtered image, the fourth 
column is the length processed image, and the fifth 
column is the similarity filtered Image. After a series 
of processing, the same number of segments is 
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captured. The number of line segments changes as 
shown in Table 2 and Fig.11. 

From the line chart of line segments number in 
Fig.11, it can be seen that after a series of filtering 
processions, the mean in the number of line seg-
ments are 868, 241, 41 and 16. By reducing the 
number of line segments through line segment fil-
tering, the efficiency of subsequent feature 
processing can be improved. It is clear that the 
processing improves the efficiency of subsequent 
feature processing. 

6.5  Triangle Similarity Operation 

The number of triangles in source and target 
image are counted in thousands, for the calculation 
of the conversion matrix, the number is large, it is  

necessary to filter these triangles. These triangles are 
filtered by angle and line length, and the triangles 
image and number changes are shown in Fig.12 and 
Table 3 respectively. 

The triangle image is divided into five rows and 
each row has four columns. The first and the third 
columns are the detected triangle images, and the 
second and the fourth columns are the filtered tri-
angle images. In the actual constructed triangles, 
there are some triangles exceed the image effective 
area. After triangle similarity procession, the num-
ber of triangles dropped by an order of magnitude, 
and all the triangles in target image have similar 
triangles in source image. It is clear that the com-
putation of transformation matrix is decreased for 
this number of triangles. 

 
Table 1  Performance Analysis of Region Filtering 

Pairs Region Screening (s) No Region Screening (s) Time Difference (s) 

A 27.16 117.23 90.07 

B 14.14 50.17 36.03 

C 16.25 43.68 27.43 

D 13.22 86.41 73.19 

E 15.44 119.66 104.22 

 
Table 2  Trend of Line Segments Number 

Pairs Detection Region Length Similarity 

A 
1043 147 47 16 

1139 138 43 16 

B 
482 82 31 14 

800 94 43 14 

C 
525 266 38 16 

901 367 55 16 

D 
617 120 32 14 

609 128 34 14 

E 
1321 547 44 20 

1185 524 45 20 

Mean 868 241 41 16 
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Fig.10  Image of the Changes of the Number of Line Segments  
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Fig.11  The Trend Graph of the Line Segments Mean Number 

 

 

 

 
 

 
 

 

 

 
 

 
Fig.12  Triangles Image with Similarity Processed 

 
Table 3  Triangle Number 

Pairs Triangle 1 Filtered Triangle 2 Filtered 

A 2454 162 2397 162 

B 1582 26 1448 26 

C 2416 54 2498 54 

D 1542 54 1720 54 

E 5116 158 4562 168 
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7  Discussion 

Through comprehensive comparison and analysis 
with other methods, proposed triangle image registra-
tion and stitching based on line features are effective. 
The method of image registration base on line features, 
which can cleverly avoid the inconspicuous features of 
sonar image keypoints. As shown in Fig.13 below, the 
line feature method is used to process these images, the 
line feature can better describe the contour of the un-
derwater terrain. For the image to extract keypoints, it 
can be seen that the number of keypoints on the image 
is small, which cannot describe the whole sonar image 
well. The proposed triangle registration method based 
on line feature can make good use of the visual saliency 
of image features to depict the underwater terrain in the 
image. The three principles of filtering based on at-
tention mechanism are adopted in the process of 
screening the characteristics of the line segment, which 
remove some stray segment features by using the sig-
nificance and morphological filtering of the segments, 
the strength of the similarity of line segment features 

used to filter and retain similar line features, these 
processing play an important role in improving the 
calculation accuracy.  

In the process of triangle matching, the heuristic 
greedy algorithm is used to calculate the solution of 
each part, then get a feasible final solution. The points, 
lines and angles of the triangles are similarly filtered 
respectively to obtain similar triangles, after that the 
image transformation matrix is obtained, then the im-
age is stitched after the transformation.  

Because of a heuristic greedy algorithm is used in 
the selection of triangles, a lot of calculation is needed 
in the running of the program, which makes the pro-
gram unable to achieve the real-time. In the future 
research, the adjustment of data structure, the optimi-
zation of filtering methods, and the application of some 
other algorithms can improve the efficiency of triangle 
filtering, so as to obtain the corner point information of 
the triangle more quickly to calculate the transforma-
tion matrix. The method proposed in this paper is 
mainly aimed at the sonar image's alignment, line 
features are used to describe the image, and then the 

 

 
 

Fig.13  The Image of Line Features and Keypoints Respectively. (a) and (b) are the line feature image,  
(c) and (d) are the image of keypoints. 
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transformation matrix is obtained for image matching 
and stitching. The line feature method can be combined 
with the point feature method. In addition, non-manual 
features, such as those extracted by deep learning 
methods, can be used in this problem to improve the 
robustness of the algorithm. 

In summary, the proposed method has better 
performance on images with insignificant keypoints. 
Therefore, it has a higher application value and can be 
applied into more fields, such as lane detection for 
autonomous driving [30] and image processing for aer-
ospace field [31].  

8  Summary 

Aiming at registering and stitching the sonar 
scan images of underwater terrain, this paper pro-
poses an effective method based on triangle match-
ing. The linear terrain features in the underwater 
sonar image are relatively obvious, and this type of 
image can be registered and stitched using a method 
based on line features. Therefore, this method uses 
LSD to detect line features of the image, then these 
lines are processed by similarity to form triangles. 
The relative angle, segment length and relative po-
sition are combined to obtain transformation matrix 
for image transformation, finally the matrix is used 
to stitch and merge the images. From the actual 
image stitching results in this paper, it is not visible 
to the naked eye splicing gaps. The linear feature 
method can be used to improve the accuracy of 
image registration by making good use of the linear 
features protruding from the underwater terrain. 
However, due to the use of line features for screen-
ing, the program cannot meet the requirements of 
real-time processing, so the algorithm needs to be 
improved later to shorten the program running time. 
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