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Abstract: In the municipal solid waste incineration process, it is difficult to effectively control the 

gas oxygen  content by  setting  the  air  flow  according  to  artificial  experience. To  address  this 

problem, this paper proposes an optimization control method of gas oxygen content based on 

model  predictive  control.  First,  a  stochastic  configuration  network  is  utilized  to  establish  a 

prediction model of gas oxygen content. Second, an improved differential evolution algorithm 

that is based on parameter adaptive and t‐distribution strategy is employed to address the set 

value  of  air  flow.  Finally, model  predictive  control  is  combined  with  the  event  triggering 

strategy  to  reduce  the  amount  of  computation  and  the  controllerʹs  frequent  actions.  The 

experimental results show that the optimization control method proposed in this paper obtains a 

smaller degree of  fluctuation  in  the air  flow  set value, which can ensure  the  tracking control 

performance of the gas oxygen content while reducing the amount of calculation. 
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0 Introduction 
With population growth and the acceleration of 

urbanization in China, the production of municipal solid 
waste (MSW) is increasing year by year[1]. Presently, the 
main ways to address MSW are landfilling, composting, 
and incineration. Compared with landfilling and 
composting, municipal solid waste incineration (MSWI) 
with harmlessness, reduction and recycling and other 
significant advantages and has been a major means to deal 
with MSW[2]. In the incineration process, the gas oxygen 
content (GOC) is a key parameter that reflects the 
incineration efficiency, and if the set value of primary and 
secondary air flow is unreasonable, it will lead to its 
unstable control, which will lead to the problem of 
exceeding the pollutant emission concentration. 
Therefore, it is important to study how to reasonably set 
the size of the air flow to ensure the effective control of 

GOC and the smooth operation of the MSWI process. 
Most industrial processes are characterized by 

nonlinearity, dynamics, time variance, and numerous 
disturbances. Obtaining the optimal set values of the 
operating variables to ensure the stable control of the 
controlled variables remains challenging in the operation 
optimization of industrial processes. Due to the difficulty 
of obtaining the mechanism model of industrial processes, 
and the complex and variable working conditions lead to 
the accuracy of the mechanism model is difficult to ensure, 
thus, the mechanism modeling method to obtain the set 
values of the operating variables has certain limitations[3]. 
Traditional control methods, such as PID controller, are 
used to calculate setpoint values that depend on the tuning 
results of PID parameters, and good control performance 
cannot be obtained in the face of sudden form changes[4], 
which will bring uncertain effects to practical 
applications. Therefore, intelligent optimization setting 
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methods have gained attention and applications. For 
example, reference [5] combined case-based reasoning, 
BP neural networks and other intelligent techniques to set 
the flotation tank level in the flotation production process. 
References [6-8] utilized swarm intelligent optimization 
algorithms to obtain the optimized setting values of 
operating variables. For the control methods of controlled 
variables, the quality of the commonly applied PID 
control significantly decreases in the face of nonlinearity, 
time variance, strong coupling and uncertainty, while 
model predictive control (MPC)[9], as a kind of advanced 
control strategy capable of addressing multivariable and 
constrained control problems, has a certain degree of 
adaptivity and robustness, which is extensively used in 
the areas of autonomous driving[10], power systems[11], 
and blast furnace ironmaking[12]. The techniques of 
interest for MPC include the establishment of predictive 
models and the design of rolling optimization strategies. 
Due to the advantages of the neural network model in 
learning data and approximating nonlinear mapping, 
using it to build prediction model has certain application 
effects[13, 14]. However, the model needs to consider the 
problems of falling into a local optimum and slow 
convergence speeds. The design of the rolling 
optimization strategy is reflected in the optimization 
method and optimization efficiency. When using the 
particle swarm algorithm[15], differential evolution (DE)[16] 
and other swarm intelligence optimization algorithms, we 
need to avoid the problem of local optima. In terms of 
optimization efficiency, we should reduce the number of 
optimizations to avoid the controller's frequent actions. 

Based on the above analysis, an optimal control 
method of GOC based on MPC is proposed in this paper. 
The improved differential evolution (IDE) algorithm is 

applied to the real-time rolling optimization setting of air 
flow in the MSWI process, and the event triggering 
strategy is applied to the control system structure to 
reduce the calculation amount of air flow setting and the 
frequent update of the controller[17, 18]. The prediction 
model of GOC is established by using the advantages of a 
stochastic configuration network (SCN)[19] such as fast 
convergence speed, and provides an evaluation basis for 
the IDE optimization algorithm. Through experiments, 
this method realizes the function of optimal setting of air 
flow and accurate tracking control of GOC. 

The rest of the paper is structured as follows: Section 
2 introduces the MSWI process; Section 3 introduces the 
optimal control methods and implementation steps of 
GOC. Section 4 presents the experiment and results 
analysis. Section 5 is a brief summary of our work.  

1 MSWI Process 
The reciprocating push-type grate furnace of a solid 

waste incineration plant is selected as an example, and a 
flow chart of the incineration process is shown in Fig.1. 
First, domestic waste is mixed with a grab bucket and left 
to stand in the solid waste storage pool for 3-10 days for 
fermentation and preliminary drying. Second, the waste is 
transported via the feeder to the drying grate, where it is 
further dehydrated and dried by the effect of the primary 
combustion air and the high temperature of the furnace. 
Then, the dry MSW is sent to combustion grate 1 and 
combustion grate 2 for reciprocating movement to 
achieve combustion and volatiles precipitation. Finally, 
part of the unburned solid waste is fully burned in the 
ember grate, and the slag is carried away by the waste 
carrier. 

 

 
 

Fig.1 MSWI process flow 
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As shown in the process flow in Fig.1, the primary 
air is blown in from below the grate after being heated at a 
high temperature (there are four sections, namely, the 
drying section u1, combustion section u2, combustion 
section u3, and burnout section u4) to provide oxygen for 
the whole combustion process. Secondary air u5 moves 
from above into the second combustion chamber to 
promote the further combustion of flue gas and the 
decomposition of harmful substances. The primary and 
secondary air flow are two key operating variables in the 
MSWI process, which directly affect the size of the GOC. 
When the GOC is low, it will lead to insufficient oxygen 
in the incinerator to support the solid waste to achieve 
complete combustion; conversely, it means that the flue 
gases will carry away more heat, and the heat loss of the 
exhaust flue becomes larger as a result, and promotes the 
synthesis of NOx. Therefore, it is important to study the 
setting method of air flow and the control of GOC for 
the stable combustion of refuse and the complete 
decomposition of harmful substances. The MSWI 
process is characterized by nonlinearity, multi-coupling 
and many interferences, and achieving effective control of 
GOC is challenging by adjusting the air flow through 
expert experience, and it is difficult to obtain an accurate 
process model, which makes it difficult to achieve good 
performance of the PID controller. As an advanced 
control strategy, MPC can resolve multivariable 

and constrained control problems well. It is very 
important to select the prediction model, improve the 
accuracy of rolling optimization and decrease the 
calculation amount of setting for air flow setting and the 
control of GOC. 

2 Optimal Control Method of GOC 
To address the subjective and arbitrary nature of 

manual setting of primary and secondary air flow in the 
MSWI process and the problem of ineffective control of 
GOC, an optimal control method of GOC based on 
model predictive control is proposed. The structure of 
the method is shown in Fig.2, which mainly includes the 
reference trajectory, IDE-based rolling optimization, 
event triggering strategy, SCN prediction model of GOC 
and feedback correction. The symbols shown are 
explained as follows: ysp is the set value of the GOC; 
yr(k+j) is the reference trajectory;  ˆ y k j  is the 
output value of the j-th step of the GOC prediction model 
after feedback correction; U(k) is the optimal control law 
(i.e., the optimized set values of the air flow 1u ~ 5u ); 
yp(k) is the value of the GOC prediction; and yp(k+j) is 
the output value of the j-th step of the GOC prediction 
model. 

 
 

 
 

Fig.2 Structure diagram of the set control method for GOC of the MSWI process 
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2.1 Prediction Model of GOC 
The prediction model of GOC is a mathematical 

description of the relationship between GOC and primary 
and secondary air flow in the MSWI process and provides 
an evaluation basis for the optimization algorithm of the 
air flow set value. The use of the SCN in industrial 
modeling is widespread due to its high training efficiency 
and ability to universally approximate nonlinear 
mapping[20, 21]. Therefore, the SCN network is adopted in 
this paper to establish a prediction model of GOC, and the 
output of GOC in the future is predicted according to the 
set value solved by the rolling optimization strategy and 
historical GOC information, as shown below: 
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where u1(k)-u5(k) represent the set values of the primary 
air flow in the drying section, combustion section, 
combustion section, and embers section and the set value 
of the secondary air flow.  

For the objective function f, the training set of SCN 
is {(U, Y)}, assuming that the hidden layer of SCN 
network has been configured with L-1 nodes, which is 
described by: 
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where j = 1, 2,... L-1, wj and bj respectively denote the 
input weight and bias of the j-th hidden layer neuron, βj 
denotes the output weight of the j-th hidden layer neuron, 
and gj(·) is the activation function of the j-th hidden layer 
neuron. 

Currently, the residuals of the SCN network are 
defined as: 

1 1  L Le f f  (3) 
If ||eL-1|| does not meet the expected error or the 

number of nodes in the hidden layer does not meet the 
expected requirements, a new node needs to be added 
according to the following formula. 

 2 22
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where 0 < ||g|| < bg, 0 < r < 1. {μL} denotes a sequence real 
numbers, lim 0L L  and L ≤ (1 – r). 

After adding a new node, the output weight is 
calculated using least square method: 

†* argmin
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where β* represents the updated hidden layer output 
weight matrix,  1 2, ,...,L LG g g g , and 

†

LG represents 
the pseudo-inverse of hidden layer output matrix GL. 

2.2 Optimization Solution of the Air Flow Set 
Value 

Model predictive control solves a series of future 
control actions U(k), U(k+1), …U(k+Nu) by rolling 
optimization of objective functions, they are not all 
implemented one by one, only the current control input[22]. 

The objective function is shown as follows: 
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where λ represents the control value coefficient, Np 
denotes the time domain of prediction, Nu denotes the 
time domain of control (Nu ≤ Np), and Umax and Umin 
represent the upper and the lower bound of U, 
respectively. 

To smooth the transition of the system output to the 
set value, the reference trajectory is set up in a first-order 
smoothing filter: 
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where α represents the adjustment factor, 0 < α < 1. 
Because of the effect of system disturbance or model 

mismatch, there will inevitably be a deviation from the 
predicted model output to the actual model output. To 
minimize the discrepancy, feedback compensation uses 
the difference from the current predicted output to the 
actual output to ensure that the prediction results are more 
accurate at the next moment. The specific formula of 
feedback compensation is as follows: 

( ) ( ) ( )  pe k y k y k  (8) 
ˆ( ) ( ) ( ) py k + j y k + j e k  (9) 

where e(k) represents the deviation from the predicted 
model of GOC to the actual output, and η is the 
compensation coefficient. 

Equation (6) is the optimal solution of complex 
nonlinear constraint problems. The (DE) algorithm has 
been extensively researched and considered in recent 
years for its ease of implementation, high search 
effectiveness, and strong performance in problem- 
solving [23, 24]. The DE algorithm utilizes the information 
differences among population individuals to perturb 
individual information, thereby obtaining excellent progeny 
individuals, which includes steps such as population 
initialization, mutation, crossover and selection, specifically 
described as follows: 

Population initialization: The method of randomly 
initializing the population is generally adopted, and each 
dimension of the individual is randomly generated 
according to the following formula. 

0
,   low up

i j j jx x r x  (10) 
where i=1, 2, …, NP, j=1, 2,…, D, NP denotes the 
population size, D denotes the search dimension, 0

,i jx  is 
the j-dimensional component of the i-th individual in the 
0-th generation, r is the random number between 0 and 1, 
and low

jx  and up
jx  represent the minimum value and 

maximum value, respectively, of an individual on the 
j-dimension. 
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Mutation: Mutation generates new individuals by 
performing a differential operation on each individual 
within the population. The following DE/current- 
to-pbest/1 mutation strategy [25] uses the information of 
multiple optimal solutions, which somewhat balances the 
greedy nature of mutation and the diversity of the 
population. 

   1 2      g g g g g g
i i i pbest i i r rv x F x x F x x   (11) 

where g =1, 2, …, G, g
iv  is the mutation vector, and g

ix  
is the i-th individual in the g generation population. g

pbestx  
is the individual randomly selected from the ranking p% 
excellent individuals of the g generation. Fi represents the 
mutation factor, and r1, r2, and i are different integers in 
the range [1, NP]. 

Crossover: The aim of the crossover operation is to 
combine the vector produced by the mutation process 
with the target individual, resulting in a test individual. 
The goal is to preserve good features of the parent and to 
increase the diversity of the population. The binomial 
crossover method is generally adopted. 

,
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where jrand represents a random number in [1, D] and CRi 
represents the crossover probability. 

Selection: The fitness values of the test individuals 
are compared with those of the target individuals, and the 
individuals with higher fitness are selected as the new 
generation. 
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Similar to most swarm intelligent optimization 
algorithms, the DE algorithm also has the problems of 
easily falling into the local optimum and slow 
convergence speed. To ensure the quality of solving the 
set values of the primary and secondary air flow, this 
paper improves the DE algorithm from the following two 
aspects: 1) In the mutation strategy, the adaptive 
t-distribution operator is introduced to outstanding 
individuals to improve the diversity of the population; 2) 
The design of the control parameter’s adaptive strategy, 
which uses the evolutionary information of the population 
to direct the search scope and direction to ensure good 
convergence performance of the population. The specific 
implementation process is presented as follows: 

1) The adaptive t-distribution operator is introduced 
to mutate excellent individuals. The DE/current- 
to-pbest/1 mutation strategy is used to enhance the 
diversity of the population and avoid local optimality. The 
adaptive t-distribution operator is introduced to mutate 
the excellent individual xpbest. The t-distribution is a form 
of statistical distribution whose curve shape is related to 
the degree of freedom, and the probability density 
function is presented below: 
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where μ and σ represent the position parameter and scale 
parameter, respectively; v represents the degree of 
freedom; and Γ(·) denotes the gamma function. The 
smaller the degree of freedom is, the flatter the 
t-distribution curve is, the lower the middle of the curve is, 
and the higher the tail on both sides of the curve is. When 
the degrees of freedom tend to infinity, the t-distribution 
curve is the standard normal distribution curve. When v is 
equal to 1, the t distribution is a Cauchy distribution. The 
comparison plot of the t-distribution with different 
degrees of freedom is shown in Fig.3: 

 

 
 

Fig.3 Comparison of T-distributions for different  
degrees of freedom 

 
The specific implementation of adaptive t-distribution 

mutation for excellent individuals is expressed as follows: 
' ( )  
pbest pbest pbestx x x trnd t  (15) 

where x'
pbest represents the position of the excellent 

individual after xpbest is updated and trnd(t) represents the 
t-distribution function whose degree of freedom is t (that 
is, the number of current iterations). In the early phase of 
evolution, the algorithm can overcome the problem of 
premature convergence because the degree of freedom of 
the t-distribution is small and the perturbation of excellent 
individuals is large. In the later phase of evolution, as the 
value of the degrees of freedom increases, the influence of 
the t-distribution mutation decreases, which enables the 
algorithm to perform a better search in the local scope and 
accelerate the convergence speed. When the fitness value 
of the excellent individual after mutation is less than that 
of the original excellent individual, the mutated individual 
will replace the excellent individual to continue the 
mutation of the target individual; otherwise, the excellent 
individual will remain unchanged. The selection method 
of the excellent individual xpbest is shown in the following 
equation: 
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2) Adaptive adjustment of control parameters. The F 
and CR directly affect the search scope and direction of 
the next generation, and the fixed parameter method 
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cannot meet the requirements well. In this paper, the 
evolutionary information of the population is used to 
adaptively adjust the control parameters to improve the 
optimization performance of the algorithm. The improved 
algorithm will retain the control parameters that produce 
excellent individuals and regenerate the parameters that 
produce obsolete individuals using a normal distribution, 
as shown below: 
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where the average values μF and μCR are initialized to 0.5 
and both are updated in the same way. Selecting μF as an 
example, it is specifically updated according to the 

following equation: 
 (1 )     F F L Fc c mean S  (19) 

where c is a number between [0, 1], SF represents the 
successful mutation factors per generation, and meanL(.) 
is calculated using the Lehmer mean as follows: 
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In summary, by introducing the adaptive 
t-distribution operator into the DE mutation strategy to 
increase the diversity of the population, the adaptive 
strategy of the control parameters is designed, and the 
evolutionary information of the population is used to 
guide the search range and direction and obtain the IDE. 
The algorithm's pseudocode is shown below: 

 

 
 

2.3 Event Triggering Mechanism Design 
In a typical MPC algorithm, at each time step, the 

optimal solution to the finite-time control problem must 
be searched repeatedly, which consumes considerable 
computing resources [26]. To solve the problem of 
calculating the high frequency, this paper introduces an 
event trigger strategy. Only when the system meets the 
trigger conditions will the value of the controller be 
updated (i.e., for the primary and secondary air flow 
setting calculation). Two trigger conditions are designed 
here. When one of the following conditions is met, the 
resetting of the air flow is triggered.  

(1) Fixed threshold trigger design 
( ) ( )  spy k y k  (21) 

If the absolute error between the set value of the 
GOC and the actual output reaches a threshold value  , a 
new event is triggered. 

(2) Fixed event trigger design 

max ek k k   (22) 
where ke is the last triggered moment and kmax is the 
maximum allowable time limit. If the maximum allowed 
time limit is reached since the last trigger, a new event is 
triggered. 

Based on the above, first, the SCN prediction model 
of the GOC is established, and the IDE algorithm is 
employed to solve the rolling optimization of MPC. The 
event-triggered is combined with MPC to reduce the 
calculation of the optimization setting and the number of 
controller updates. The flow chart of the GOC optimization 
control method is shown in Fig.4: 
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Fig.4 The Flow chart of the GOC optimization  
control method 

 

3 Experiments and Analysis of 
Results 

To realize the optimized setting of the air flow of the 
MSWI process and the stable control of the GOC, this 
paper proposes an optimized control method of the GOC 
based on model predictive control. The effectiveness of 
the proposed method is verified by three experiments. The 
first is a comparison experiment of different GOC 
prediction models. The second tests the optimization 
ability of IDE as a rolling optimization strategy. In the 
third experiment, the effectiveness of the overall 
optimization and control method is verified.  

3.1 Comparison of Prediction Models of GOC 
To test the accuracy of the GOC model, the SCN is 

compared with BP and the random functional-link 
network (RVFL) [27], which are classical modeling 
methods for experiments. There are 1000 real data 
collected from the on-site DCS system of the solid waste 
incineration plant utilized for testing, and the sampling 
period is 10 s. The number of training samples is 800, the 
number of test samples is 200, all the data are 
normalized. The prediction results of the above methods 
are compared using three different evaluation indexes: 
mean absolute percentage error (MAPE), root mean 
square error (RMSE), and determination coefficient (R2). 

The formulas are shown below: 
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where N is the number of samples, yd is the real value and 
yp is the predicted value. 

The parameters of the experimental process are set as 
follows: the maximum hidden layer nodes of the SCN is 
10, the maximum number of configurations is 100, the 
expected training error is set to 0.001, and the activation 
function is chosen as the Sigmoid function In the RVFL 
model, the parameters are kept the same as those of SCN. 
In the BP model, the learning rate is 0.01, the number of 
training times is 100, and the rest of the settings are kept 
the same as those of SCN. 

Table 1 lists the mean values of the results of 20 
independent experiments for different models (the bold 
font in the table indicates the optimal values). The SCN 
prediction model's MAPE, RMSE and R2 are 0.0625, 
0.0283 and 0.9489, respectively, which are superior to BP 
and RVFL. Fig.5 shows the prediction results of the BP, 
RVFL, and SCN networks for GOC, which shows that the 
SCN has the highest prediction performance for GOC. 
The main reason for the above results is that the SCN 
network avoids the gradient descent method of the BP 
algorithm, which easily falls into the problem of local 
optima. Compared with the RVFL network, the SCN can 
better approximate the actual output due to the addition of 
the inequality supervisory mechanism, which lays a 
foundation for the optimization of the air flow setting of 
the MSWI process and the control of GOC. 

 
Table 1 Comparison of evaluation indexes for GOC prediction by 

different modeling methods 

Model MAPE RMSE R2 

BP 0.0695 0.0322 0.9351 

RVFL 0.0690 0.0315 0.9348 

SCN 0.0625 0.0283 0.9489 

 
3.2 Comparison of IDE Optimization Ability 

To verify the effectiveness of the IDE algorithm 
using parameter adaptive and t-distribution based 
strategies in this paper, the improved differential 
evolutionary algorithm using only parameter adaptive is 
denoted as IDE1, and the setup control effects of DE, 
IDE1 and IDE as rolling optimization strategies are 
compared. The experimental parameters are set as follows: 
the SCN model parameters are kept consistent with the  
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Fig.5 Comparison of the prediction effect of different  
GOC models 

 
previous section. In DE, IDE1, and IDE, the number of 
populations is 50, and the maximum number of iterations 
is 100. The mutation factor F and the crossover factor CR 
in DE are kept consistent with those in [25], which are 0.5 
and 0.9, respectively. The prediction time domain Np is 3 
and the control time domain Nu is 2. The softening 
coefficient α is 0.2, the compensation coefficient η is 0.3, 
and the control weighting coefficient λ is 0.1. In addition, 
the range of variation of the input and output variables in 
the historical data is shown in the following table: 

The tracking control performance of different 
GOC setpoints when DE, IDE1 and IDE are utilized as 
rolling optimization strategies is shown in Fig.6. It can 
be seen that the DE algorithm using parameter adaptive 
improvement retains the parameters that produce 
quality solutions and improves the convergence speed, 
so IDE1 is better than DE when it is used as a rolling 
optimization strategy. IDE increases the adaptive 
t-distribution operator to mutate the excellent 
individuals and enhance the diversity of the population 
relative to IDE1. Therefore, IDE is more effective when 
it is used as a rolling optimization strategy, and can 
achieve more accurate and fast tracking of GOC, which 
verifies the effectiveness of the two improvement 
methods proposed in this paper to improve the 
optimization ability of the DE algorithm. 

 
 

Fig.6 Tracking curves of GOC setpoints with different  
rolling optimization strategies 

 
To further verify the optimization ability of the IDE 

algorithms, Table 3 compares the control results of the 
above optimization methods by three different evaluation 
indexes, including the integral of squared error (ISE), 
integral absolute error (IAE) and maximal deviation from 
setpoint (Devmax), which are shown in the following 
formula: 
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where N represents the total number of samples and eoc 
represents the error between the set value of GOC and true 
value of GOC. 

As can be seen from Table 3, when IDE1 is used as 
the rolling optimization strategy, ISE, IAE and Devmax 
are 1.7173, 15.4282 and 0.7141, respectively, which is 
better than DE strategy. The evaluation indexes of IDE 
are the best, which were reduced by 18.64%, 23.11% and 
2.69% compared with IDE1 strategy and 39.18%, 
35.54% and 11.05% compared with DE strategy, 
respectively. It shows the effectiveness of the improved 
DE algorithm proposed in this paper. 

In addition, when IDE is utilized as a rolling 
optimization strategy, the setting process of primary and 
secondary air flows is shown in Fig.7, which reduces the 
maximum deviation of air flow fluctuation by 81.76%, 
81.72%, 69.71%, 53.46%, and 56.89% compared to that 
of the manual setting method, with a smaller fluctuation 
range, which is conducive to the stability of the system. 

3.3 Event Trigger Setting Results 
To verify the effectiveness of the event-triggered 

strategy designed in this paper, the setup control method 
with a triggering mechanism (briefly referred to as 
ET-IDE) is compared with one-step-ahead predictive 
control (OSPC) and IDE as a rolling optimization control 
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Table 2 Range of variation of input and output variables 

Name Variable symbol Range of variation 

Primary air flow in the drying section u1 14.68 ~ 21.32 km3N/h 

Primary air flow in the first section of combustion u2 7.41 ~ 13.82 km3N/h 

Primary air flow in the second section of combustion u3 17.62 ~ 29.53 km3N/h 

Primary air flow in the burnout section u4 4.25 ~ 14.84 km3N/h 

Secondary air flow u5 1.41 ~ 50.16 km3N/h 

GOC y 5.81% ~ 10.24% 

 
Table 3 Tracking evaluation of GOC setpoints with different rolling 

optimization strategies 

Evaluation indexes ISE IAE Devmax 

DE 2.2973 18.4032 0.7812 

IDE1 1.7173 15.4282 0.7141 

IDE 1.3972 11.8625 0.6949 
 

 
 

Fig.7 Primary and secondary air flow setting curves when IDE is 
employed as a rolling optimization strategy  

 
method. It should be pointed out that the OSPC here is 
obtained by taking both the prediction time domain Np 
and the control time domain Nu in the MPC control as 1. 
The error triggering threshold θ set to 0.05, the maximum 
allowable time limit kmax set to 10, and other experimental 
parameters consistent with those in the previous section. 
The tracking performance of the three control methods for 
different GOC setpoints is shown in Fig.8, which shows 
that compared with the OSPC control, the IDE and 
ET-IDE methods utilize the multi-step prediction 
information of the GOC prediction model to solve the 
optimal control law, and they can adapt to the slow 
time-varying and large hysteresis characteristics of the 
GOC changes, and can follow the GOC setpoints quickly 
and smoothly. To further show the performance of the 
ET-IDE method, the comparison results of the three 

evaluation indexes and the number of events are given in 
Table 4. It can be seen that the ISE, IAE and Devmax of the 
ET-IDE method are better than the performance indexes 
of the OSPC method, and the control effect of IDE as a 
rolling optimization strategy is close to that of IDE, but 
the number of triggering events is much less than that of 
the traditional MPC method. Its air flow setting curve is 
shown in Fig.9, with a small fluctuation range, which is 
conducive to the stable control of GOC. 

 

 
 

Fig.8 Tracking curves of GOC setpoints for different  
control methods 

 
Table 4 Tracking evaluation of GOC setpoints with different 

control methods 

Evaluation indexes ISE IAE Devmax Number of 
events 

OSPC 11.6435 45.2332 0.7033 300 
IDE 1.3972 11.8625 0.6949 300 

ET-IDE 1.6289 14.6870 0.7135 140 
 
The event-triggering interval diagram of the method 

proposed in this work is shown in Fig.10. The traditional 
MPC method needs to set the calculation and update the 
controller 300 times, while the method proposed in this 
paper only needs to update the controller 140 times. In 
summary, the experimental results show that the 
event-triggered setting method effectively reduces the 
calculation burden and the frequent action of the 
controller under the premise of satisfying the control 
accuracy. 
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Fig.9 Primary and secondary air flow setting curves for the 
ET-IDE method 

 

 
 

Fig.10 Event triggering interval for ET-IDE methods 
 

4 Conclusion 
To realize the optimal setting of the primary and 

secondary air flows of the MSWI process and the stable 
control of the GOC, this paper proposes an optimization 
control method based on MPC, establishes a GOC 
prediction model based on the SCN, implements a rolling 
optimization algorithm based on IDE, designs an 
event-triggered strategy for solving the setting values of 
the air flow, and employs operation data of the MSWI 
process to verify the effectiveness of this optimization 
control method. The main contributions of the methodology 
in this paper are summarized as follows: 

First, the GOC prediction model established by the 
SCN can avoid the problem that the gradient descent 
method easily falls into the local optima, and the 
prediction accuracy is high, which lays a foundation for 

the optimized setting of primary and secondary air flow 
and the stable control of GOC. 

Second, the improved DE algorithm using parameter 
adaptive and t-distribution strategy can improve the 
solution performance of rolling optimization. Compared 
with the manual setting method, the fluctuation range of 
air flow is smaller, which is conducive to the stable 
operation of the control system. 

Third, the designed event triggering strategy can 
effectively reduce the calculation amount of air flows 
solution under the premise of satisfying the control range 
of GOC and avoid the loss of execution equipment caused 
by frequent controller action. 

The experimental results show that the method 
proposed in this paper can realize the optimization of the 
setting of the air flow, avoiding the subjectivity of manual 
setting based on experience and realizing the accurate 
control of the GOC. In addition, the designed event 
triggering mechanism can reduce the amount of setup 
calculations under the premise of guaranteeing accuracy, 
which is conducive to improving the efficiency of online 
control. For the stable control of GOC, in addition to the 
optimizing the set value of the air flow, solid waste 
feeding volume, furnace temperature and other 
parameters of the change will also affect GOC. How to 
proceed from the analysis of these influencing factors for 
the change law of the mechanism, by comprehensively 
considering their control of GOC to realize the 
multivariate, multi-objective optimization control is the 
focus of subsequent attention. 
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